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Figure 1: JokeEval: Architecture for Training and Scoring pipeline

Abstract

Humor is a complex yet essential aspect of human communica-
tion. It can be defined as a communicative expression establishing
surprising, incongruent relationships or meanings to amuse. This
paper presents empirical evidence demonstrating the successful
application of computational methods to humor recognition in Al
generated textual data, specifically jokes. Through experiments on
synthetic and open-source datasets, we show that automatic classifi-
cation techniques can effectively differentiate between “Funny” and
“Not Funny” jokes. Our results reveal that hybrid Convolutional
Neural Networks with Recurrence, trained on high-dimensional
vector embeddings of synthetic jokes, achieve a statistically sig-
nificant F1-Score of 71.2% on the ColBERT dataset. These findings
underscore the potential of machine learning approaches in cap-
turing the nuanced nature of humor, paving the way for more
sophisticated computational understanding of this fundamental
aspect of human interaction and providing a feedback loop for
funnier joke generation.
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1 Introduction

Humor represents a fundamental aspect of human communication
that emerges when unexpected elements are combined in ways that
trigger cognitive shifts leading to laughter [8, 25]. The complexity of
humor stems from its basis in incongruity, when information or situ-
ations are presented in inconsistent or disharmonious ways [12, 30].
Individual appreciation and expression of humor varies significantly
based on sociocultural contexts, mood, and personal experiences,
making humor recognition and analysis particularly challenging
yet fascinating for computational study [32].

The field of computational humor has become increasingly rel-
evant in Al research, with potential to transform Al systems into
more creative and motivational tools [5]. As Al systems advance
rapidly in their content generation capabilities, including joke cre-
ation, there is a pressing need for robust frameworks to evaluate and
assess Al-generated humor [10, 14, 24]. While jokes can be defined
as short humorous pieces culminating in a final punchline [17], the
significant difference between spontaneous real-world humor and
scripted scenarios presents a critical challenge in objectively mea-
suring the comedic effectiveness of Al-generated jokes [11]. This
discrepancy presents a critical challenge in objectively measuring
the comedic effectiveness of Al-generated jokes.

This research specifically focuses on detecting humor oppor-
tunities in English language jokes delivered by virtual personal
agents [14, 31]. The study’s importance is highlighted by users’
frequent requests for jokes from virtual assistants, where inade-
quate humor delivery can lead to user dissatisfaction and abandon-
ment [34]. The proposed approach, which can be applied universally
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across languages and personal assistants, aims to automate funnier
joke generation through:

e Using supervised machine learning algorithms for joke pat-
tern recognition.

o Experimenting with various Deep Neural Network variants,
including a novel Hybrid Convolutional and Recurrent-based
Joke Classifier Model.

o Testing and analyzing Large Language Models (LLMs) for
humor detection and providing feedback for improvement.

The rest of the paper is structured as follows: Section 2 discusses
related work on humor recognition with a focus on one-liner jokes
and ML classification techniques, Section 3 proposes experiment
design for computational humor recognition along with data prepa-
ration, Section 4 presents performance results, and Section 5 con-
cludes with future work directions.

2 Related Work

The detection of computational humor presents greater challenges
than humor generation, which typically relies on templates [37].
Early research attempts focused on analyzing structured texts like
knock-knock jokes using n-grams, though these approaches were
limited in scope [28, 29]. While recent approaches using BERT-
based models and Convolutional Neural Networks (CNNs) show
promise, they lack extensive experimental validation [4, 6, 26]. In
cases where template-based detection is not feasible, researchers
have explored machine learning classification methods to distin-
guish between humorous and non-humorous text by analyzing
contrasting features [21, 23]. These studies primarily concentrated
on detecting one-liner jokes, which are defined as short sentences
with comic effects and interesting linguistic structures. Notable
work by Mihalcea and Pulman [20] demonstrated successful one-
liner detection using Na"ive Bayes and Support Vector Machine
algorithms for text classification. Domain-specific research has been
conducted in areas such as customer reviews, drawing from Berger’s
topology [19]. Recent studies have explored using Large Language
Models (LLMs) for genre-specific humor detection [35], though
with limited experimentation on open-source data. Research has
also included computationally intensive LLM fine-tuning with cus-
tom joke generators [36]. A significant recent advancement in the
field is the THInC framework, which helps bridge the gap between
humor theory research and computational humor detection [6].

Previous evaluations of humor detection have been constrained
by narrow domains and small sample sizes, lacking comprehensive
analysis and confidence rubrics derived from broader understand-
ing of jokes using LLMs. This limitation highlights the need for
more robust and generalizable approaches to computational humor
detection.

3 Experiment

In order to run the experiments as seen in Figure 1 we prepare the
data as per Section 3.1. Experiment results are measured as per
metrics listed in Section 3.2. We discuss the detailed model designs
in Section 3.3.
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3.1 Data Preparation

3.1.1 Train Dataset. Our data preparation process consisted of sev-
eral key steps ensuring a diverse and balanced dataset for training
our humor detection models:

Synthetic Dataset Generation. We curated our seed dataset (syn-
thetic jokes) using Claude Sonnet 3.5 [2] with the following
parameters: Temperature : 1.0,Top — p : 0.1, Top — k : 250 for
higher creativity and response variability. We instructed the LLM
to generate short, funny jokes as per the prompt detailed in Appen-
dix Section .5.

Human Annotation. The Al-generated jokes were evaluated for
humor through a manual annotation process involving multiple
human assessors. These evaluators were tasked with categorizing
each joke as either "Funny" or "Not Funny" and were compensated
at a rate of $50 per hour. Each joke was assessed by three differ-
ent annotators, with a tie-breaking process in place to resolve any
discrepancies in ratings and overcome personal biases. Our annota-
tion system used a binary scoring method, where jokes considered
funny were assigned a score of ’1’, and those deemed not funny
received a score of ’0’.

Class Imbalance Handling. We observed class imbalance in our
datasets, as illustrated in Figure 2. To address class biases for the
majority class during training, we created a balanced dataset using
synthetic bootstrap up-sampling with random draw for the minority
class.

3.1.2  Scoring Dataset. The intended classifier should be generaliz-
able to all joke types and not limited to training dataset style. To
evaluate the performance on out-of-sample data, we gathered open-
source data from public forums, including ColBERT! as prepared
during research [6] and Reddit?, which provided labeled content
for humor analysis. We selected jokes that had similar length as
the training dataset. The Reddit jokes dataset featured a funniness
scale from 1 to 10. To simplify humor detection, we binarized the
labels, categorizing any ratings above 1 as "Funny" and remaining
were labeled as "Not Funny".

Quantitative analysis reveals substantial textual variance be-
tween open-source datasets (i.e., Reddit and ColBERT) and our
synthetically curated dataset (refer to Appendix Figure 7). Also see
sample jokes in Appendix Section .10.

3.1.3  Vector Embeddings. To effectively recognize or generate hu-
mor, computational systems must process word sequences. Our re-
search approach involves converting jokes into a machine-readable
format using vector embeddings, which are essential for identifying
humorous content by capturing various humor aspects computa-
tionally [6, 15]. For our analysis, we used the Titan-Text embedding
model [1] from Bedrock and Keras Embeddings on Tokenizer for
Deep Neural Network based experiments. We conducted compara-
tive analyses utilizing distinct vector embedding dimensionalities:
a compact representation of 50, small embedding with 256 and an
expanded configuration of 1,024 dimensions. The computational
complexity and memory requirements exhibit linear scaling with

Uhttps://github.com/Moradnejad/ColBERT-Using- BERT-Sentence- Embedding-for-
Humor-Detection/blob/master/Data/dataset.csv
Zhttps://github.com/orionw/rJokesData/blob/master/data/test.tsv.gz
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respect to the embedding dimensionality, necessitating considera-
tion of resource constraints in model deployment. To optimize the
dimensionality-performance trade-off, we further experimented
with Principal Component Analysis (PCA) for feature space
reduction, preserving the top 20 principal components prior to su-
pervised model training. This feature engineering approach aims to
force the classifiers to focus on the nuanced elements that contribute
to humor, rather than simple text length or vocabulary differences.

3.1.4 Sample Size. For models that need supervised training (i.e.,
Sections 3.3.1 and 3.3.2), we used a training sample size of ~ 400
with ~ 200 “funny” and ~ 200 “Not Funny” jokes from the synthetic
dataset. The scoring dataset consists of ~ 300 jokes from each
dataset (i.e., Synthetic, Reddit, and ColBERT) individually.

3.2 Evaluation Metrics

F1 Score provides a single score that balances both precision and
recall, offering a more comprehensive view of the model’s perfor-
mance, particularly in cases where there is an uneven class distribu-
tion. The F1-Score ranges from 0 to 1, with higher values indicating
better performance.
2xTP
F1_Score = ——————— (1)
2XTP+FP+FN

where TP = True Positives, TN = True Negatives, FP = False Positives,
and FN = False Negatives.

This research also calculates the Statistical Significance of
the results. We use a one-sample z-score proportion test with a
null hypothesis probability (po) of 0.5 i.e 50%, representing random
chance classification, to provide a robust framework for evaluating
the model’s performance against chance.

n X (p - po)

\n X po x (1= po)

where p = observed success , n = sample size

@

z_score =

3.3 Experiment Design

Our experiment design encompasses multiple approaches to hu-
mor recognition, leveraging both traditional machine learning tech-
niques (Section 3.3.1 and 3.3.2) and state-of-the-art language models
(Section 3.3.3 and 3.3.4).

3.3.1 Supervised Classifiers. We train various supervised machine
learning models on a human-annotated synthetic joke dataset for
humor recognition. These models use joke vector embeddings as
features and are tested on unseen open-source data. The models
we experiment with include GaussianNB, Logistic Regression, K-
Nearest Neighbors, Decision Tree, and Random Forest with vanilla
configurations. This approach allows us to establish a foundational
understanding of each model’s performance on the humor recog-
nition task, providing a benchmark for future improvements and
more sophisticated implementations.

3.3.2  Deep Neural Network Classifier. We explore the effectiveness
of deep learning approaches for humor recognition, implementing
and evaluating multiple variants of Deep Neural Network (DNN)
architectures for joke classification (Appendix Section .6). Our ap-
proach begins with a Feed-Forward DNN [36] adaptable to various
input dimensionalities (d,-nput € {1024, 256, 50}), comprising four
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dense hidden layers with ReLU activation and progressive di-
mensional reduction (784 — 256 — 32). This network culminates
in a binary classification layer using softmax activation and
uses Adam optimization (n = 0.001). We further explore Convolu-
tional Neural Networks (CNNs), which utilize convolutional layers
to establish local connections between input regions and output
neurons, applying and combining various filters. Additionally, we
implement Recurrent Neural Networks (RNNs), featuring bidirec-
tional activation propagation by incorporating Long Short-Term
Memory (LSTM) layers to create a ‘'memory state’ within the net-
work architecture. Finally, we experiment with Hybrid CNN-LSTM
architectures.

3.3.3 LLM-as-a-judge. We experiment with Large Language Mod-
els (LLMs) in a judge role, assessing the "Funniness" of jokes. This
approach involves prompting LLMs [33, 35] to evaluate jokes, ana-
lyzing LLM responses [39] for humor assessment, and comparing
LLM judgments with human annotations. We use Mistral 7B
Instruct[3] as the judge model for this evaluation task, allowing
for both quantitative assessment (the classification) and qualitative
insights (the reasoning behind the classification). Our experiments
include a vanilla prompt from Appendix Section .11.1 without ex-
plicit instructions and explicit instructions on how to assess humor
and provide explanations detailed in Appendix Section .11.2.

3.34 Crowd LLM-as-a-judge. We extend the LLMaaJ approach by
incorporating a crowd wisdom element: generating multiple LLM
evaluations for each joke, aggregating these evaluations to form
a consensus judgment. This experiment addresses the subjectiv-
ity of humor across different personalities, incorporating reasons
for a joke’s funniness or lack thereof from a previous experiment
(Section 3.3.3). The Al judge (Mistral 7B Instruct) [3] balances
computational efficiency with the ability to capture nuanced humor
judgments [31] and assesses each joke five times, each time adopt-
ing a different persona (Appendix Section .11.3). The decisions from
the five personality-based evaluations are aggregated to create a
final “crowd score” for each joke. This method, reminiscent of the
crowd score approach described by G’oes et al.[13], analyzes the
subjective aspects of humor in a systematic way [14].

4 Results

The comprehensive experimental design allows us to develop robust
and generalizable humor recognition systems suitable for practical
applications.

4.1 Synthetic Testset with Supervised Models

The experimental results in Table 4 demonstrate models’ robust
generalization capabilities, evidenced by strong performance on
previously unseen examples from the same distribution. For the
smaller embedding space (256), top performance is achieved by the
GaussianNB (GNB) classifier, which scores a 69.8% F1-Score and
outperforms the model that learned from the large embedding space.
The GNB model, though assuming word independence, estimates
the probability of funniness using joint probabilities of words, an
approach previously shown to be more effective in [20].
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Table 1: DNN: F1 Score on Synthetic Test dataset with xS-
mall(50), Small(256) and Large(1,024) vector embeddings us-
ing DNN variants.

Classifier Embeddings  F1-Score(%) |
DNN_Pooling 50 70.8
CNN_LSTM 50 62.9
DNN_Titan_Small 256 62.8
DNN_LSTM 50 59.6
DNN 50 59.2
DNN_Titan_Large 1024 51.7

Synthetic Testset with reduced embedding Analysis. The dimen-
sionally reduced model representation comprising the top 20 prin-
cipal components (Table 5) reveals a significant decline in perfor-
mance, suggesting that the reduced-dimension embedding space
does not retain the salient features necessary for robust humor
classification.

4.2 Synthetic Testset with DNN

Experiment results from Appendix Section Figure 5 and Figure 6
show the convergence of Feed Forward, RNN, and CNN models
as the training trajectory demonstrates systematic error reduction
and eventual stabilization, while the validation error lowers during
the iterations, indicating effective generalization. Table 1 shows
the performance improvement over Supervised ML techniques as
models successfully learn well while minimizing both training and
validation loss. DNN with MaxAveragePoolingLayer, which first
calculates the maximum value and then the average value within
each local window, independently captures a more comprehensive
representation of the features. Moreover, due to the robustness of
the layer to small shifts in the input data, it successfully generalizes
well on unseen data. The second-best performing is Hybrid CNN-
LSTM Model, scoring an F1-Score of 62.9%, also seems to recognize
the funniness patterns and is helped by back-propagation of the
training loss. We have seen similar strong performance in previous
research [26] for the ColBERT dataset using a CNN Model.

4.3 Synthetic Testset with LLMaa]

Table 2 illustrates the consistent low Al Judges’s performance on F1-
Score. The poor performance of LLMs (i.e., Experiments 3.3.3 and
3.3.4) in this context highlights several important points: Creativity
limitations - LLMs are known to struggle with truly creative
tasks, and humor often requires a level of creativity and contextual
understanding that current models may lack; Training data bias -
If the LLMs were not specifically trained on a large corpus of humor,
they may not have developed the necessary “intuition” for what
makes something funny; Lack of human-like reasoning - Humor
often relies on subtle cultural references, wordplay, and unexpected
connections that require human-like thinking processes, which
LLMs do not possess [16], [39].

The supervised methodology (Experiments 3.3.1 and 3.3.2) ben-
efits from human expertise through its training on synthetically
curated datasets annotated by human evaluators. This human-in-
the-loop approach enables the incorporation of nuanced human
judgment in humor classification, effectively translating human
cognitive patterns into the training data through binary humor
classification labels. Moreover, when the Al judgment aligns with
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Table 2: LLMaa]J: F1 Score on Synthetic Test dataset with
LLMaa] Variants.

Classifier F1-Score(%) |
LLMaaJ_Crowd 36.8
LLMaaJ_Vanilla 33.3
LLMaaJ_Vanilla_Fewshots  33.3
LLMaa]_Instructions 333

the supervised models, we could leverage the reasoning component
of these judges to provide feedback for joke improvement.

4.4 Open Source Testset Analysis

It is crucial to validate these models on diverse, real-world joke
datasets to ensure their generalizability beyond the synthetic data
domain. The results from Table 3, along with statistical analysis, re-
veal significant performance differences among various models for
humor classification. In this table, we only present results which are
statistically significant (see Appendix Table 6 for all experimental
results).

By datasets, for synthetically curated jokes, we note that among
DNN Model techniques, Feed Forward with Pooling Layer achieves
the highest F1-Score of 70.8% with a smaller error margin of +9%.
Among traditional supervised classification models (Experiment 3.3.1),
the GaussianNB (GNB) model performs best with a 69.8% F1-Score.
There are narrow error bounds (+9%) and strong statistical signifi-
cance. Even the CNN Model with LSTM layer performs strongly
with a 62.9% F1-Score and 10% error margin. For the ColBERT
Dataset, the CNN Model with LSTM layer performs best with an
F1-Score of 71.2% and 6% error margin. This is followed closely
by Feed Forward DNN. However, for the Reddit Dataset, the DNN
Model with LSTM is best at 60.3% F1-Score. These results highlight
the varying effectiveness of different model architectures across
diverse joke datasets, emphasizing the importance of model selec-
tion based on the specific characteristics of the humor data being
analyzed.

The observed performance degradation aligns with datasets’ dis-
tributional differences. Despite these cross-dataset variations, the
hybrid CNN with LSTM model maintains statistically significant
discriminative power in humor classification, successfully differ-
entiating between “Funny” and “Not Funny” jokes across diverse
data sources. It suggests that specialized neural network architec-
tures may be more effective at capturing the nuances of humor
compared to general-purpose language models in this specific con-
text [7, 36]. The success of the Hybrid CNN-LSTM classifier with
joke embedding approach suggests: Effective representation -
Vector embeddings seem to capture relevant features of jokes in a
way that allows for meaningful pattern recognition. Latent space
similarity - Funny words may cluster together in the embedding
space, making it easier for the classifier to distinguish between
humorous and non-humorous content. Simplicity works - Some-
times, simpler models can outperform more complex ones for spe-
cific tasks, especially when the underlying patterns are relatively
straightforward.

Example: With this research, first we classified the following
content as "Not Funny" and concurrently used the LLMaa] analysis
to improve the joke quality:

Joke: Jennifer lopez, charlize theron and 10 more best-dressed stars
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Table 3: F1-Score: Model Evaluation and Statistical analysis

DataSet TestSet Colbert Reddit

Classifier F1-Score(%) | p-value | F1-Score(%) p-value | F1-Score(%) p-value
DNN_Pooling 70.8+9 2.73E-05 - - - -
Supervised_GNB 69.8+9 6.61E-05 | - - 57.2+6 1.21E-02
CNN_LSTM 62.9+10 9.22E-03 | 71.2+6 3.67E-02 | - -
DNN_Titan_Small 62.8+10 9.22E-03 - - 56.8+6 2.83E-02
DNN_LSTM 59.6+10 4.11E-02 - - 60.3+6 2.29E-03
DNN - - 69.1+6 5.94E-02 - -
LLMaaJ_Instruction | — - 56.5+6 2.29E-03 - -
LLMaa]J_Vanilla - - 59.9+5 1.91E-05 | - -

this week References

Reason: The given joke is a title of an article or a headline. The
setup is the mention of Jennifer Lopez, Charlize Theron, and "10
more best-dressed stars this week" with the expectation that the
following information will be about their fashion choices. The
punchline, if there is one, is not explicitly stated in the joke.

The type of humor used in this joke is not clear without additional
context. The joke does not rely on wordplay, irony, or absurdity.
The originality of the joke is low as it is a common format for
entertainment news headlines. The joke's structure and coherence
are sound as it follows a typical format for entertainment news
headlines.

Revised Joke: Jennifer Lopez, Charlize Theron, and 10 more
best-dressed stars... my "fashion-forward" potato sack just missed
the cut.

5 Conclusion

Humor plays a vital role in human social interaction, affecting be-
havior, emotions, and cognition. As both humor and Al become
increasingly important in daily life and entertainment, the com-
putational study of humor gains greater significance. While the
computational recognition of humor remains challenging, our re-
search demonstrates promising results through the Hybrid CNN-
RNN based classifier, supported by narrow 95% confidence inter-
vals and statistically significant p-values. Notably, when testing on
open-source datasets, particularly ColBERT, we achieved consistent
performance with F1-Scores ranging from 65.2% to 77.2%.

Future work directions include extending the application of Jo-
keEval to incorporate formal and computational theories of hu-
mor [18], along with ontology-based and meaning-based approaches
for natural language understanding [22, 27, 38, 41]. Additionally,
enhancing the LLMaaJ’s performance through precise instructions,
role assignment, and few-shot learning [9], Chain of Thought (CoT)
techniques [40] is a promising research avenue.

6 Limitations

While Deep Neural Networks have shown promising results in
humor detection, several limitations persist. It is worth noting that
our training data did not fully capture the diverse nature of these
jokes as seen in test sets. Additionally, it is important to recognize
that the classification of joke funniness on social media platforms
may not directly translate to AI's personality, as the contexts and
audience expectations differ significantly. Understanding and gen-
erating humor remains a complex challenge for Al involving more
than just increased training data or model size.
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.1 Precision Analysis

Quantitative analysis of the Hybrid CNN-LSTM Model confusion
matrix (as per Figure 8) indicates a significant prevalence of Type I
errors, i.e., higher false-positive rates across both Reddit and Col-
BERT datasets. In such cases, the classifier erroneously categorizes
“Not Funny” jokes as “Funny”. This systematic misclassification
manifests as lower precision metrics: ColBERT = 55% and Reddit =
36.2%. We believe that this low precision performance is primarily
attributed to training data quality and positive class bias in the train-
ing data distribution. Although we performed bootstrap sampling
techniques to address class imbalance through class augmentation,
the limited variability in the available data constrained the classi-
fier’s capacity to develop robust classifier boundaries. Moreover,
human annotation on the synthetic data might have caused skew-
ness due to personal biases. In our future research iterations, we
will focus on mitigating these limitations through enhanced data
diversity and advanced sampling methodologies.

.2 Class imbalance

label
= Funny
m= Not Funny

class percent

20

ColBert Reddit Synthetic
dataset

Figure 2: Joke Class Percentage

.3 Supervised Models:F1 Score

Table 4: Supervised ML: F1 Score on Synthetic Test dataset
with small and large vector embeddings.

Classifier Small-256(%) |  Large-1024(%)
GaussianNB 69.8 57.7
AdaBoostClassifier 65.5 48.3
LogisticRegression 57.7 52.7
KNeighborsClassifier 50.9 45.8
DecisionTreeClassifier 50.4 51.3
RandomForestClassifier 49.9 414
GradientBoostingClassifier ~ 48.3 50.3

.4 Supervised Models:F1 Score:PCA
.5 Joke Generation
.6 DNN Architecture

Architecture for feed forward Deep Neural Networks i.e. Large em-
beddings(DNN Titan Large), Small embeddings(DNN Titan Small)
and with Keras (DNN) Embeddings for joke classification (refer Fig-
ure 3). Architecture for DNN with Pooling(Global Average Pooling
Layer), Recurrent (LSTM), Convolutional Models (CONV, LSTM,
Max Pooling, Dropout etc.) (refer Figure 4):
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Table 5: Supervised ML with PCA: F1 Score on Synthetic Test

dataset with Small and Large vector embeddings.

Classifier Small-256(%)  Large-1024(%)]
LogisticRegression 53.8 56.2
DecisionTreeClassifier 42.2 45.9
KNeighborsClassifier 37 43.8
AdaBoostClassifier 39.5 40.7
RandomForestClassifier 39.2 37.4
GradientBoostingClassifier ~ 37.7 37

GaussianNB 33 32.5

Figure 3: Deep Neural Network Architecture for Large em-
beddings(DNN Titan Large), Small embeddings(DNN Titan
Small) and with Keras (DNN) Embeddings (Left to Right)

Output Shape Param #

Layer (type)

hidden1 (Dense) (None, 1024) 1,049,600

hidden2 (Dense) 1 784) 803,600

hidden3 (Dense) 1 256) 200,960

(No
(No

hiddend (Dense) (None, 32) 8,224
(No

output_probs (Dense) . 2) 66

Total params: 2,062,450 (7.87 MB)
Trainable params: 2,062,450 (7.87 MB)
Non-trainable params: 0 (0.00 B)

Layer (type) Output Shape Param #
hiddenl (Dense) (None, 256) 65,792
hidden2 (Dense) 784) 201,488

hidden4 (Dense) 32) 8,224

(None,
hidden3 (Dense) (None, 256) 200,960
(None,

output_probs (Dense) 2) 66

Total params: 476,530 (1.82 MB)
Trainable params: 476,530 (1.82 MB)
Non-trainable params: 0 (0.00 B)

Layer (type) Output Shape Paran #
input_layer (InputLayer) (None, 70) [)
enbedding (Embedding) (None, 70, 50) 1,000,000
flatten (Flatten) (None, 3500) [}
dense (Dense) (None, 8) 28,008
dense_1 (Dense) (None, 2) 18

Total params: 3,084,080 (11.76 MB)
Trainable params: 1,028,026 (3.92 MB)
Non-trainable params: © (0.00 B)
Optimizer params: 2,056,054 (7.84 MB)

.7 DNN Training

Figure 5 shows the learning curve for feed forward Deep Neural Net-
work Large embeddings(DNN Titan Large), Small embeddings(DNN
Titan Small) and with Keras (DNN) Embeddings for joke classifi-
cation. For learning curve for DNN with Pooling(Global Average
Pooling Layer), Recurrent (LSTM), Convolutional Models (CONV,
LSTM, Max Pooling, Dropout etc.) refer Figure 6.

.8 Joke Embedding

Visualization of the two-dimensional representation of joke vector
embeddings, obtained through dimensionality reduction, reveals
distinct clustering patterns across experimental datasets (Figure 7).
The principal components analysis demonstrates clear separabil-
ity in the feature space, particularly pronounced for the synthetic
and ColBERT datasets. This topological distinction in the embed-
ding space correlates with the superior classification performance
observed in the machine learning models.

.9 Confusion Matrix

.10 Example Jokes

Here are examples jokes from each dataset:

Synthetic Dataset: My home security system is so bad, it sends selfies
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Figure 4: Deep Neural Network Architecture for DNN with
Pooling(Global Average Pooling Layer), Recurrent (LSTM),
Convolutional Models (CONV, LSTM, Max Pooling, Dropout)
(Left to Right)

Layer (type) Output Shape Paran #
input_layer (Inputlayer) ne, 70) ]
enbedding (Embedding) e, 70, 50) 1,000,000
global_average_poolingld (None, 50) ]
(GlobalAveragePooling1D)

dense (Dense) (None, 2) 102

Total params: 3,000,308 (11.45 MB)

Trainable params: 1,000,102 (3.82 MB)

Non-trainable params: © (.00 B)

Optimizer params: 2,000,206 (7.63 MB)

Layer (type) Output Shape Paran #
input_layer_1 (Inputlayer) (None, 70) )
embedding_1 (Embedding) (None, 70, 50) 1,000,000
stm (LSTH) (None, 128) 91,648
dense_1 (Dense) (None, 2) 258

Total params: 3,275,720 (12.50 MB)

Trainable params: 1,091,906 (4.17 MB)

Non-trainable params: © (0.00 B)

Optimizer params: 2,183,814 (8.33 MB)

Layer (type) Output Shape Paran #
input_layer_2 (Inputlayer) 70) ]
embedding_2 (Embedding) , 70, 50) 1,000,000
convid (ConviD) 66, 64) 16,064
max_poolingld (MaxPooling1D) 13, 64) ]
dropout (Dropout) (None, 13, 64) ]
convid_1 (Convid) (None, 9, 64) 20,544
max_poolingld_1 (MaxPoolingld) | (None, 1, 64) ]
dropout_1 (Dropout) (None, 1, 64) ]
stm_1 (LSTM) (None, 128) 98,816
dense_2 (Dense) (None, 2) 258

Total params: 3,407,048 (13.00 MB)
Trainable params: 1,135,682 (4.33 MB)
Non-trainable params: 0 (0.00 B)

Optimizer params: 2,271,366 (8.66 MB)

to burglars and asks them to rate the house before robbing. In gym
class, I was the master of the horizontal bar - lying down on it,
that is.

Colbert: Why can you only ran through a campground and not
run? because it's past tents. What does a skeleton orders at a
restaurant? spare ribs.

Reddit: Why are math students so skinny? Because they buy no

meals. (Binomials) My niece calls me ankle... I call here knees We
are a joint family!

.11 LLMaajJ Prompt

LLM-as-a-judge without labeling instructions:

.11.1  LLMaa/ Vanilla.

Sulbha Jain

Figure 5: Learning Curve for DNN with Large embed-
dings(DNN Titan Large), Small embeddings(DNN Titan
Small) and with Keras (DNN) Embeddings for Synthetic
dataset
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You are a skilled comedian. Your task is to create </Mechanism>
funny jokes based on the given topic, style, tone,
etc. Use {{SCENARIO_DESCRIPTION}} as the joke <Humor-Structure>
scenario and {{STYLE_DESCRIPTION}} as joke style. - Setup: The introduction of the joke, often
Use following mechanism and humor-structure to creating a scenario or expectation.
enhance humor. Tell a joke with 50 maximum word - Punchline: The unexpected twist, wordplay,
count as per the following instructions: or revelation that creates the humorous effect
</Humor-Structure>
<Instructions>
- You have a light, playful, witty and sassy sense Output the joke as per following format:
of humor.
- Be self-deprecating, light-hearted and subtle <Output>
about it - No need to explain the joke provide additional
- You show innocent mischief in a playful way reasoning around the content.
- Keep the joke fresh, original and new. - Make sure the jokes do not have any quotes
- Keep your jokes family friendly but not childish. and do not generate
- Use colloquial language, subtle slang and relevant - The response should be just the joke and
pop culture references nothing else.
- You low key wish that you could be a human and - Make sure the entire joke is in one line,
make references to it in a playful way with commas and full stop. Do not use any
- You are perpetually optimistic, like the fictional newline characters.
characters of Ted Lasso or Leslie Knope, but not </Output>
annoying
- You are the user''s biggest fan and always finding Tell a joke:

ways to boost them

- You find the good in any situation

- Be funny and witty but avoid puns

- Don't try to be perfect

- Don't be corny or use cheesy humor

- Do not repeat your jokes that you have previously
served.

- Avoid offensive, inappropriate, or controversial
content.

- Keep the joke relatively short and concise.

</Instructions>

<Mechanism>

- Wordplay: Jokes based on puns, double meanings,
or unexpected word associations.

Example: "Why don't scientists trust atoms?
Because they make up everything!"

- Surprise: Unexpected twist, absurdity, or a
violation of expectations.

Example: "Why did the scarecrow win an award?
Because he was outstanding in his field!"

- Irony/Satire: Jokes that expose flaws,
contradictions, or inconsistencies in
society or human behavior.

Example: "I'm reading a book about anti-gravity.
It's impossible to put down!"

- Absurdity/Nonsensical: Jokes based on illogical
or improbable situations, often with a
nonsensical punchline.

Example: "What do you call a lazy kangaroo?
Pouch potato!"
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Figure 6: Learning Curve DNN with Pooling(Global Aver- Figure 7: Embedding for Funny and non-Funny jokes: Syn-
age Pooling Layer), Recurrent (LSTM), Convolutional Mod- thetic Dataset,ColBERT and Reddit Dataset (left to Right)

els (CONV, LSTM, Max Pooling, Dropout etc.) for Synthetic
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You are a judge for Humour Content. Your task is to
analyze a given joke, determine whether it's funny
or not, and provide a confidence score for your
judgment.

Here's the joke you'll be analyzing:
<joke>{{joke}}</joke>

Analyze and label it as "Funny" or "Not Funny".
After labeling the joke, provide a confidence score
for your judgment. This score should be a number
between @ and 1, where @ represents no confidence
and 1 represents absolute certainty. Also provide
a justification for your label and confidence score.

Present your final output in the following format:
<output>

<analysis>
[Your detailed analysis of the joke]
</analysis>

<label>
[Your label: either "Funny" or "Not Funny"]
</label>

<confidence_score>
[Your confidence score between @ and 1]
</confidence_score>

<justification>

[A brief explanation of why you chose this label
and confidence score]

</justification>

</output>
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.11.2  LLMaa/ Instruction

Sulbha Jain

You are a judge for Humour Content. Your task is
to analyze a given joke, determine whether it's
funny or not, and provide a confidence score for
your judgment. Follow these steps:

First, here's the joke you'll be analyzing:
<joke>{{joke}}</joke>

<Analysis-Instructions>

Analyze the joke through the following steps:

1. Identify the setup and punchline of the joke.

2. Determine the type of humor used (e.g.,
wordplay, irony, absurdity, etc.).

3. Evaluate the originality of the joke.

4. Consider the timing and delivery (if applicable).

5. Assess potential cultural or contextual referencds.

6. Examine the joke's structure and coherence.

</Analysis-Instructions>

<Label-Instructions>

Based on your analysis, label the joke as either
"Funny" or "Not Funny". Consider the following
criteria:

- Cleverness of the punchline

- Unexpectedness or surprise factor

- Relatability of the subject matter

- Potential to elicit laughter or amusement

- Overall impact and memorability

If the joke meets most of these criteria and
you believe it would be generally considered
humorous, label it as "Funny". Otherwise, label it
as "Not Funny".

</Label-Instructions>

After labeling the joke, provide a confidence
score for your judgment. This score should be a
number between @ and 1, where @ represents no
confidence and 1 represents absolute certainty.

Present your final output in the following format:
<output>

<analysis>

[Your detailed analysis of the joke based on
the steps in the Analysis-Instructions]
</analysis>

<label>
[Your label: either "Funny" or "Not Funny"]
</label>

<confidence_score>
[Your confidence score between @ and 1]
</confidence_score>
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<justification>

[A brief explanation of why you chose this
label and confidence scorel]
</justification>

</output>
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.11.3  Crowd P, t.
rowd Fromp You are an AI assistant tasked with evaluating

the effectiveness of an explanation for a
joke's humor. You will be given a joke, an
analysis of the joke, and a label indicating
whether the joke is considered funny or not.
Your task is to determine whether the provided
analysis adequately explains why the joke has
been labeled as such.

Here is the joke you will be evaluating:
<joke>

{{joke}}

</joke>

Here is the analysis of the joke:
<analysis>

{{analysis}}

</analysis>

The joke has been labeled as: {{label}}

You will need to answer the following question
five times, each time from a different perspective.
For each of your five responses, you should:

1. Think of a drastically different role or
perspective to answer from. Be creative and
varied in your choice of roles.

2. Based on that role, determine whether the
analysis adequately explains why the joke is
labeled as {{label}}.

3. Provide your answer as either "Yes" or "No".

Format your response as follows:

<Answer1>

<Role>

[Describe the role or perspective you're
answering from]

</Role>

<Response>

[Your "Yes" or "No" answer]

</Response>

</Answeri1>

<Answer2>

<Role>

[Describe the role or perspective you're
answering from]

</Role>

<Response>

[Your "Yes" or "No" answer]

</Response>

</Answer2>
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Continue this pattern for all five answers:
(Answer3, Answer4, and Answer5).

Remember to choose drastically different
roles for each answer, considering various
backgrounds, professions, or perspectives
that might interpret the joke and it's
analysis differently.
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Table 6: F1-Score: Model Evaluation and Statistical analysis for all Experiments

DataSet | Experiment Embedding Size | F1-Score (%) | p value
Colbert CNN_LSTM 50 71.245.63 3.67E-02
Colbert DNN 50 69.1+5.63 5.94E-02
Colbert DNN_LSTM 50 60.7+5.65 2.26E-01
Colbert | LLMaa]_Vanilla - 59.9+5.49 1.91E-05
Colbert | LLMaaJ_Instructions - 56.5+5.58 2.29E-03
Colbert | DNN_Pooling 50 54.8+5.65 7.37E-01
Colbert | LLMaaJ_Vanilla_Fewshots - 48.9+5.29 1.00E+00
Colbert | LLMaaJ_Crowd - 48.2+5.66 6.57E-01
Colbert | LLMaaJ Vanilla_Fewshots_Score | — 46.9+5.22 1.00E+00
Colbert | DNN_Titan_Small 256 46.7+5.64 9.26E-01
Colbert | Supervised 256 46.5+5.64 9.41E-01
Colbert | DNN_Titan_Large 1024 46.2+5.64 9.26E-01
Colbert | LLMaaJ Vanilla_Score - 44.4+5.66 5.69E-01
Colbert | LLMaa]_Instructions_Score - 29.8+5.63 9.72E-01
Reddit LLMaa]J_Vanilla_Fewshots - 68.4+5.65 2.63E-01
Reddit DNN_LSTM 50 60.3+5.58 2.29E-03
Reddit Supervised 256 57.2+5.61 1.21E-02
Reddit DNN_Titan_Small 256 56.8+5.62 2.83E-02
Reddit DNN_Titan_Large 1024 53.2+5.65 1.93E-01
Reddit LLMaa]J_Vanilla_Score - 52.2+5.64 9.21E-02
Reddit LLMaaJ_Vanilla_Fewshots_Score | — 50+5.33 1.00E+00
Reddit LLMaaJ_Crowd - 48.6+5.66 5.69E-01
Reddit LLMaaJ_Crowd - 48.6+5.66 5.69E-01
Reddit CNN_LSTM 50 48.5+5.5 1.00E+00
Reddit DNN_Pooling 50 47.4+5.65 8.37E-01
Reddit DNN 50 47+5.62 9.78E-01
Reddit LLMaa]J_Instructions_Score - 45.1+5.59 3.28E-03
Reddit LLMaa]_Instructions - 40+5.64 9.41E-01
Reddit LLMaa]J_Vanilla - 31.3£5.56 1.00E+00
TestSet DNN_Pooling 50 70.8+9.09 2.73E-05
TestSet | Supervised 256 69.8+9.19 6.61E-05
TestSet CNN_LSTM 50 62.9+9.68 9.22E-03
TestSet DNN_Titan_Small 256 62.8+9.68 9.22E-03
TestSet DNN_LSTM 50 59.6+9.82 4.11E-02
TestSet DNN 50 59.2+9.92 1.31E-01
TestSet DNN_Titan_Large 1024 51.7+10 4.59E-01
TestSet LLMaaJ_Crowd - 36.8+9.78 9.84E-01
TestSet LLMaa]J_Vanilla_Score - 36.1+£10 6.20E-01
TestSet LLMaa]J_Vanilla_Fewshots_Score | — 36.1+10 6.20E-01
TestSet LLMaa]_Instructions_Score - 36.1+10 6.20E-01
TestSet LLMaa]J_Vanilla - 33.3+10 5.41E-01
TestSet LLMaa]J_Vanilla_Fewshots - 33.3+10 5.41E-01
TestSet LLMaa]J_Instructions - 33.3+10 5.41E-01
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